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Evaluation of Early-Stage Design Concepts  
via Online Discussion: A Case Study 

 

Abstract 
User involvement through an online platform may have several benefits for evaluating early-stage design 
ideas. In this paper, we present a case study where we supported two companies with gathering 
customers’ early feedback on service concepts. Our findings suggest that a scenario-based approach 
coupled with an explicit rewarding mechanism based on actual participation may prompt vivid 
discussions, reduce dropouts and “lurkers” as well as provide useful insight into the evaluation of 
services and elicit new ideas.  
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Introduction 

Early evaluation of design concepts is crucial to understand as soon as possible customers’ 
reactions toward new products and services. Traditionally, this is done through the so-called 
“concept testing” which consists in asking a large group of potential customers to rate short 
descriptions of ideas on one or more ranking scales (Moore 1982). This approach has some 
limitations and it is often partially replaced by in-depth interviews and focus groups with smaller 
groups of customers that may provide more informative feedback (Iuso 1975; Cox et al. 1976). 
Interest in online platforms for discussion has recently increased as they may offer the opportunity 
to conduct large focus groups beyond the boundaries of time and physical location (Janzik et al. 
2011). In particular, in the context of the open innovation approach, companies strive to identify 
lead users and early adopters to include them in the product development process (von Hippel, 
1986). In the open innovation approach, there are at least two ways in which customers can be 
involved in online discussions. The first one is as innovation communities, formed by lead users 
with strong innovative skills. The second is as brand communities, made up by people who have 
a strong connection with the brand and whose loyalty can be maintained for example through a 
Facebook fan page (Zeng 2014). With respect to face-to-face focus groups, online group 
discussions tend to elicit more comments, although shorter and simpler (Schneider et al. 2012). 
Furthermore, they facilitate access to participants who are difficult to recruit and might even 
reduce their inhibition to participate (Murgado-Armenteros 2012). Yet, there might be challenges 
and drawbacks too. Online contributions of participants may be less complex and rich than in 
face-to-face discussions and feedback collected may be less useful (Cowley et al. 2011). 
Participants may be less motivated to detail their opinions and the reasons behind them, as well 
as less motivated to build on others’ participants’ contributions (Følstad 2016).  

In this paper, we discuss an experience with an online discussion platform used for three 
weeks within an industrial innovation project to the end of involving potential customers in 
structured discussions on digital services in the retail sector. The goal of the experience was to 
collect early-stage feedback on offered services as well as eliciting novel ideas. Our approach 
differs from those presented in the literature because (i) we used an explicit reward mechanism 
based on actual participation and (ii) we structured the discussion by using design concepts 
scenarios and guiding questions. 

This paper aims at contributing to the ongoing research on the use of online platforms for 
early design concept evaluation by investigating three research questions that we believe are only 
partially considered in the literature: 

• RQ1: does this approach foster rich collaborative discussions (rather than meager and 
mainly unrelated individual contributions)?  

• RQ2: do participation and patterns of contribution of the community change over time?  

• RQ3: is this approach suited to assess design concepts and to elicit new ideas?  

We followed a case study approach (Yin 2009) in order to gain in-depth understanding of the 
phenomenon and its context (Cavaye 1996). Specifically, we explored the possibility of capturing 
the ‘reality’ by observing the experience of participants and companies involved in a natural 
context rather than constructing a lab-based experience.  

Our case study provides evidence that a rewarding mechanism and structured discussion 
may limit participants’ drop-out rates and “lurkers” (participants who browse discussions without 
actively contributing to them; Amichai-Hamburger et al. 2014) while fostering effective interactions 
and conversations. 

The paper is organized as follows: in the next section, we discuss some related works 
regarding the assessment of early-stage design concepts, and the engagement of people in 
online tasks. We then present the details on how we organized and run our study and provide a 
thorough analysis of the discussion dynamics as emerged from the online platform logs as well 
as a content analysis aimed at investigating the richness of the discussions. Finally, we discuss 
the lessons learned from this experience. 
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Related Works 

This work contributes to and leverages from previous research on early-stage design concept 
evaluation and on studies that exploit and reflect on online and crowd approaches for user 
engagement. We also look at works comparing traditional face-to-face methods (such as focus 
groups) and online tools. 

Traditional user-centered design and participatory design approaches (among others, 
Norman 1986; Beyer & Holtzblatt 1998; Bødker 2000) stress the importance of user-designer 
interaction which is often attained through face to face discussions (interviews, focus groups, 
workshops, etc.) to foster mutual understanding. However, there is growing interest in web-based 
methods that enable rich interaction and flexible user participation in different stages of the design 
process (Ma 2015).  

A number of studies have investigated the strengths and limits of online platforms as a method 
for exploring people’s attitudes, reactions toward products, etc. (see Malinen 2005 for a survey of 
research on online communities). Näkki (2012) suggests that online tools offer opportunities for 
involvement of geographically distributed actors and for long-term and continuous contributions. 
Researchers and designers can keep close contact with users, monitor the process and intervene 
directly when needed (Hagen 2011; Yndigegn 2010). Reyes (2012) also pointed out that adapting 
traditional methods for online environment is useful for collectively producing and evaluating 
design ideas and to guarantee the participation of a heterogeneous panel of participants. Online 
methods offer the possibility of conducting asynchronous research, i.e. the possibility of 
moderating discussion over long periods of time. Furthermore, online tools may offer the 
opportunity to reach remote, reluctant, or unconventional groups of participants, favor anonymity 
among participants, and facilitate the discussion about personal and sensitive issues, reducing 
the risk of inhibition (Nunamaker 1996).  

On the other hand, the online approach presents a number of drawbacks: lack of user 
representativeness (as Internet users only participate) and participants’ high dropout rates 
(Scheneider 2002). Scheneider (2002) also discusses two key differences between online and 
face-to-face focus groups that have an impact on the type and quality of conversation: media 
richness and social presence. Online tools often do not adequately support media richness, 
defined as the ability of a communication medium to foster immediate interaction and support 
people in expressing their ideas by using cues. Social presence - the degree to which a medium 
conveys the immediacy of face-to-face conversation - is also scarcely supported by online tools. 
These differences may have several consequences in the type of discussion they stimulate. In 
the online setting, participants may contribute with more comments because they do not receive 
negative cues nor are interrupted by another people. Contribution may be less complex than in 
face-to-face discussions and participants may be less motivated to detail their opinions and 
reasons behind them (Murgado-Armenteros 2012). In their study, Følstad et al. (2016) used an 
online social platform and found that an important limit was that participants did not build on each 
other’s contributions to express their ideas.  

Ma et al. (2015) found that guidance and structure is crucial for collecting insightful user data. 
They compared “need-finding” activities conducted with both face-to-face and online participants 
on similar budget constraints. They explored whether online videos may support the production 
of feedback on preliminary concepts storyboards and found that online communication conducted 
in parallel with face-to-face interaction is effective to quickly collect users’ insights.  

Some studies also investigated the motivations and rewards that support the collection of 
high-quality design feedback. Financial rewards seem to play an important role in supporting user 
feedback generation. Yen et al. (2016) explore differences in feedback received by participants 
exploiting different online environments and leveraging on different motivations: i) social networks 
(social crowd), ii) online markets such as Amazon’s Mechanical Turk (financial crowd), and iii) 
web forum (enjoyment crowd). They measured feedback according to its quality, quantity and 
valence and found that the financial crowd produced longer and more positive feedback and 
provided more design suggestions. Greenberg et al. (2015) evaluated Critiki, a tool for gathering 
design critiques for crowdfunding project creators: by a controlled experiment with 450 crowd 
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workers, they demonstrated the efficacy of a small amount of money to collect high-quality 
feedback. 

The Case Study 

The case study discussed in this paper was part of a larger project commissioned by a service 
company and a large retail company with the aim to investigate new ICT-based services in the 
retail sector.  

The companies identified three design ideas for services that they were interested to evaluate 
and refine before implementing them for the retail company’s customers. All the envisioned 
services had in common the ultimate goal of using personal information already collected by the 
retail company to improve customer satisfaction and retention in the retail chain. In the end, two 
of them were implemented as pre-commercial prototypes as a result of the online discussion.  

The experiment was organized as a 3-week online structured discussion among a relatively 
large group of (potential) customers of the retail chain. The aim of the discussion was to elicit 
positive and negative attitudes toward the design ideas. Table 1 summarizes the design ideas as 
proposed by the companies. 

Table 1. The three design ideas proposed for assessment by the companies. 

 

Materials 

In order to make the design ideas easier to communicate and encourage participants’ reflection, 
we developed 3 to 4 short stories for each design idea.  

The use of short stories, also called scenarios, has a long tradition in User-Centered Design 
(Carroll and Rosson 1992; Carrol 2000; Rosson and Carroll 2002). A scenario is a story that 
narrates the use of a future system (or service) from the user’s point of view. Scenarios help 
shifting the focus of the design work from defining system operations to understanding how people 
will use a system (Rosson and Carroll 2002). We employed scenarios to describe typical 
situations of users engaged in the envisioned services and framed in a neutral perspective and 
we also make use of personas (Cooper 1994) to foster participants’ identification and 
engagement. The stories were drafted by the research team, and then discussed and further 
elaborated with the companies. 

The goal of the scenarios was to exemplify the design ideas and to engage the participants 
in a discussion aimed at exploring their attitudes and concerns toward the services. Furthermore, 
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the scenarios were expected to promote discussions about new opportunities offered by the type 
of technologies presented as well as to collect novel ideas.  

Figure 1 shows a persona and one of the scenarios realized. In total, 11 scenarios were 
produced for the three design ideas. The scenarios were text-based short stories enriched with 
some simple visual representation of the service, usually as screenshots of a fictitious mobile app 
or web page (see appendix).  

 

Figure 1. An example of a persona and a scenario published on the online platform (all the scenarios are 
reported in the Appendix). 

In order to bring the discussions into focus, we added, for each scenario, a few questions aimed 
at exploring specific dimensions. In particular, some questions meant to elicit the reaction of 
participants on the proposed service (evaluation questions) or to trigger participants’ reflection on 
alternative services (creative questions).  
With evaluation questions, we aimed at investigating, for each design idea: i) perceived 
usefulness and attractiveness, ii) possible issues related to the use of personal data (privacy, 
ethics, trust). An example of an evaluation question is the following: “Would you trust a service 
like the one described that collects personal data on your purchases?” 

With ideation questions, we aimed at encouraging participants to produce new ideas starting 
from the scenario proposed. An example of this type of question is: “Starting from the proposed 
scenario, can you envisage other ways to use your spending data to improve the way you choose 
grocery products?” 

In total, 42 questions were included (3 to 5 for each scenario): 24 were evaluation-type 
questions and 18 were creativity-type ones. The full list of the probe questions is reported in the 
appendix. 

Owela Online Innovation Space 

The platform used for the online discussion was Owela (Friedrich 2013), an open innovation and 
co-design online platform. 

The platform allows the active involvement of users in the innovation process from the 
evaluation of early ideas up to the management of feedback during piloting and actual use. Based 
on the Wordpress open source content management system, it is a constellation of plugins that 
can be flexibly integrated, depending on the specific features required in each project workspace. 
It allows administrators to post different types of contents (text, pictures and videos) as input for 
discussion. Focus group discussions can be organized either asynchronously using a “discussion 
forum” structure or synchronously as a chat. Other data collection methods, such as 
questionnaires and quick polls, can be added to the discussions.  

For the study presented in this paper, we employed an asynchronous discussion structure. 
Administrators would regularly post scenarios and questions to bring the discussion into focus. 
Participants would post their comments as answers to the questions or as replies to other 
participants’ comments. Participants could also express their attitude toward other participants’ 
comments by expressing approval (“thumb up”) or disapproval (“thumb down”). Since we 
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rewarded participants with financial incentives according to their effective participation, the 
platform displayed individual scores on each participant’s profile page. 

 

Figure 2. A screenshot of the online discussion space. At the top (1), the question posted by the 
administrator to trigger the discussion. Below, (2), three posts by participants. The last post, 
(3), is a user’s reply to another participant’s comment. Thumbs up and down given by other 
participants (4) are shown to the right of each post. 

Recruitment of Participants  

The participants were involved in the project using the Smart Crowds Territorial Lab a “Living Lab” 
facility based in Trento, Italy, and aimed at supporting research centers and companies in setting 
up and managing living lab projects (Leonardi et al. 2014).  

The recruitment for the project was advertised on the Living Lab webpage and a call was sent 
to Living Lab long-term subscribers. Candidates were required to complete online application 
forms. The recruiting process lasted for one month. It included a referral policy option by which 
subscribers could invite a friend to submit their application, thus creating a snowball effect. Over 
550 requests for participation were received. 

Eventually, we had to limit participation to 140 people due to budget constraints. Participants 
were selected using a profile-based sampling plan aimed at ensuring representativeness of the 
target population (adults with familiarity with ICT and internet access at home, statistical data 
were taken from the Italian National Statistical Institute). 

Rewarding Mechanism 

There have been much debate in the literature about how monetary rewards may potentially 
benefit or harm performance in online communities (Bonner et al. 2000; Janzik and Raash 2011). 
According to the Self-Determination Theory (Ryan and Deci 2000), a distinction must be made 
between extrinsic and intrinsic motivation: the former is based on external incentives such as 
financial rewards while the latter derives from a state of inherent satisfaction. In a seminal work, 
Deci (1971) argues that financial incentives may reduce intrinsic motivation to perform some types 
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of activities. In discussing the motivation to participate in online communities of customers, Janzik 
and Raash (2011) suggest that extrinsic motivation by itself is not sufficient to explain innovative 
activities and that financial rewards may play a minor role in the extrinsic motivation of 
participants. 

Indeed, Heyman and Ariely (2004) argue that there are two types of markets that determine 
relationships between effort and payment: one is the monetary market and the other one is the 
social market. For the latter, payments may be detrimental but not for the former. In our case, 
since we were not working with a brand community but with customers willing to participate in an 
online discussion instead, we assumed that our community was closer to a monetary market 
rather than a social one. Therefore, we deemed necessary to implement an extrinsic reward 
mechanism. Indeed, the type of community we are dealing with is more similar to crowd workers 
than to a brand community and there is some evidence that for this kind of communities, financial 
incentives are very important (among others, Behrend and colleagues 2011). 

For this type of setting, the more effective scheme was based on quota rather than on piece-
rate or fixed-rate (Bonner et al. 2000; Mason and Watts 2009). We therefore designed a quota 
scheme where the participants received a weekly reward when they reached a certain amount of 
contributions and the reward did not increase with further activity. 

A scoring procedure was integrated into Owela that computed participants’ contribution as 
follows: 1 point for each “thumb up” (like) or “thumb down” (dislike) on the comment of another 
participant; 3 points for each comment on a scenario or reply to the comment of another 
participant. Each week, participants were required to score a minimum of 10 points to receive 
their compensation (a 20€ Amazon voucher). The updated score was accessible to each 
participant from their personal profile page at all times. 

Procedure 

The study lasted 3 weeks. Each week was dedicated to exploring one of the 3 concept ideas 
through several scenarios (as described in Table 2) by means of a number of probe questions. All 
the scenarios for each design idea (together with the associated questions) were published on 
three consecutive Mondays, and stayed active until the end of the study. An e-mail was sent to 
participants each Monday to notify the publication of a new set of scenarios (and the relating 
probe questions).  

Table 2. Scenario presentation distribution in the three week period the (scenarios are reported in the 
appendix). 

 
 

The very first day of the study, 95 people logged into the system (68% of the total), and by 
the second day 91% of the participants had logged in (128 people). At the end of the first week, 
139 participants had logged into the platform. The last one joined at the beginning of the third 
week. No participants dropped out. 

Data Collection and Preparation 

The data collected through the Owela platform consisted of all the comments posted in the period 
and the thumbs up or down received with each post. For each post, the timestamp, the author 
(we used authors’ identifier to ensure privacy), and the relevant scenario and question were 
recorded. Furthermore, for each response-to-comment post, we also collected the identifier of the 
original post. Figure 3 shows an extract from the dataset.  

In order to get a better understanding of the content discussed, all the comments were 
analyzed independently by two researchers of the team, using a Grounded Theory approach 
(Glaser and Strauss 1967).  
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Initially, researchers individually annotated the emerging topics using the so-called “open 
coding” approach. For each comment, researchers assigned one or more codes that summarized 
the main aspect discussed in that comment. For example, the comment “The fact that you have 
a fidelity card means that you have voluntarily given your personal data to the supermarket 
[company]. I don’t think that there are additional risks [in using the service under discussion]. Of 
course, there is the possibility that the supermarket [company] send you unsolicited advertising 
about products you recently bought […]” contains some reference to potential privacy issues 
related to sharing personal information with the retail company, and it also mentions the possibility 
that the company will use this information for advertising: the appropriate codes could be 
“privacy”, “data sharing” and “advertising” with the possibility of further of confirming or refining 
them with the analysis of other similar comments. 

 

Figure 3. A printout of an extract from the dataset containing two individual posts with related information. 

In a second phase, researchers reconciled the codes they used by merging or renaming some 
codes. By the end of the process, 11 (codes) topics were identified and grouped into 4 themes. 

The first theme, named Issues, concerned (potential) issues that participants recognized in 
the proposed services. It included the following 4 topics: privacy, sharing with others, sharing with 
service provider and monetizing. The privacy topic concerns the mentioning of privacy issues (for 
example, “I’d be worried about privacy when using this service.”). The topic of sharing information 
appears in two different contexts: one related to sharing (information) with the service provider 
and one related to sharing with others (specifically, other users of the service). The monetizing 
topic refers to comments that discussed the possibility of being paid as a compensation to 
releasing personal data. 

The second theme, Interaction, concerned aspects related to interaction with the services 
and included 2 topics: content and modality. The content dimension referred to possible 
criticalities expressed with respect to the content of the service provided or the modalities by 
which it is provided. For example, in discussing personalized advertising of products, the 
comment “a possible risk might be that a product is suggested [only] for marketing reasons [rather 
than for real potential interest of the customer]” refers to the topic content. The modality topic 
refers to similar criticalities but focused on the modalities in which the service is provided, for 
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example in the comment “[a drawback might be that] it may prompt unrequested phone calls for 
useless surveys”. 

The third theme, Efficacy, was about the perception of services by participants. It included 2 
topics: trust and reliability. The trust topic refers to comments dealing with aspects related to how 
service providers can be trusted by customers when managing or storing their personal data. For 
example, the comment “in this way, retail companies would push us into buying those products 
with higher profit margins for them and this would damage small producers” expresses a clear 
statement about trust in the service under discussion. The reliability dimension emerged from 
comments in which participants expressed how they felt about technology discussion. For 
example in the comment: “I don’t think that such feature would be useful, in shopping, everyone 
has to behave according to their own needs and possibilities. Sometimes, you need to choose a 
cheaper product because you can’t afford a better one.” 

In a third phase (the so-called “closed coding” phase in Grounded Theory), each comment 
was systematically annotated using the topics identified: for each comment, an annotator decided 
whether each given topic was mentioned or not and if mentioned with a positive or negative 
meaning. For example, the comment “I’d be worried about privacy when using this service.” would 
be tagged as negative with respect to the topic privacy and as not applicable with respect to the 
other topics. This activity was meant to use the topics as a coding scheme in order to provide 
quantitative data about the content of the discussions. Furthermore, a fourth theme, Attitude, was 
also added to quantify positive or negative attitudes toward the perceived usefulness and the 
perceived attractiveness of the specific technologies envisioned in the scenarios. We introduced 
the topics of attitude toward use for which, unlike the other dimensions, we considered 4 values: 
enthusiast, balanced, concerned and critical (2 positive and 2 negative).  

For this phase, a manual for annotators was prepared, explaining the rationale underpinning 
annotation topics, as well as proving guidelines on how to recognize topics in comments and how 
to tag them. Two annotators were hired to code all the comments. Each annotator coded half of 
the corpus but a portion (around 20% of the comment) was annotated by both annotators in order 
to test the inter-annotator agreement (which measures consistency and consequently the 
soundness of the annotation). Agreement was computed through the Cohen’s kappa statistics 
and it was sufficiently high on all the dimensions as showed in Table 3. 

Table 3. Cohen's Kappa values for inter-annotator agreement on the dimensions of the coding scheme. 

 

Results 

In this section, we present an analysis of the participation and discussion dynamics during the 
three-week period based on the Owela platform logs and on the content analysis of the posts. A 
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discussion about the implication of these results as well as some lessons learned for the research 
community are presented in the next section. 

Participation 

Overall, 2,822 comments were posted in the period and 3,131 “thumbs” (like or dislike on a 
comment of another participant) were given. 

As explained above, our participants received points for posting comments and for attributing 
“thumbs” to comments of others. In order to receive the compensation for their participation, they 
were required to reach at least 30 points in the three-week of the study. Only 6 participants (less 
than 5% of participants) failed to reach this minimum level of participation. Another 5% (n=7) 
accrued less than 49 points (which could be considered just above the minimum required to 
receive the compensation). Still, more than half of participants (53%, 75 people) did contribute up 
to 4 times the minimum level of participation required and 52 people (37%) provided up to 20 
times more activity than required (see Figure 4).  

  

Figure 4. Distribution of participants according to participation points (30 points were the minimum 
required to receive the compensation for the entire 3-week period). 

The majority of participants (n=101, over 72%) commented to all 11 scenarios and over 90% of 
participants (n=128) commented on at least 7 scenarios. 

 

Figure 5. Number of comments posted (horizontal axis) by participants. 
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The average number of comments per participant was 20 (sd=13.36). Yet, the distribution of 
comments per participant is quite unbalanced (see Figure 5): 15 participants contributed with less 
than 10 comments, 74, nearly half of participants, contributed between 10 and 20 comments, and 
52 participants contributed with more than 20 comments. One single participant, the top 
performer, contributed 105 comments. 

The average length of the comments was 26.84 words (sd=23.10). Again, the distribution is 
quite unbalanced: 5% of the comments have less than 20 words and 80% have less than 40 
words. The longest comment has 258 words. 

Participation Dynamics 

In general, participants commented more on the first scenario available and less on the others 
(as discussed above, the 4 scenarios offered for the week were posted on Monday morning but 
they were displayed in a certain order on the interface). Figure 6 shows the distribution of the 
comments for each scenario; the order from left to right reflects the order in which they were 
available on the interface. For each week, the first scenario to the left received more discussion 
that the others. Yet, in the second week, the third scenario received a slightly higher number of 
comments than the last scenarios and a similar pattern was observed for the third week.  

 

Figure 6. Scenario comment distribution (each bar is a scenario and the order from left to right is the order 
on which they were available in the interface). 

A progressive increase in participation over the three-week period was observed: 866 comments 
were posted during the first week, 913 (over 5% more) over the second week and 1044 on the 
third week (over 14% more than the previous week and 20% more than the first week). 

The response reaction patterns for participation were similar for the 3 weeks. For each set of 
scenarios, most of the discussion happened on the week it was introduced, with a clear peak on 
the first few days. Still, participation distribution in the last week tends to be more balanced than 
the previous two weeks. As shown in Figure 7, in the first week, 48% of comments were posted 
on the first day (labelled as 0 in the figure) and 31% on the second day; overall 97% of the 
comments were received during the week before the proposal of the second set of scenarios. The 
second week had an even greater peak on the first day, when over 51% of the comments were 
posted, while on the second day there were overall less comments (68%) than the first week. 
During the week, we recorded a similar proportion of comments (96%). Therefore, during the 
second week, contributions tended to be slightly more balanced. The third week, contributions 
were even more balanced over the week although still more than half of the comments were 
posted during the first two days.  
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Figure 7. Comment distribution with respect to reaction time after scenario postings (the percentages on 
the vertical axis refer to the number of comments posted for each week). 

Community interaction 

To determine whether the participants actually interacted with others or whether they simply 
contributed their individual comments, we used two measures: we considered, for each 
participant, (i) the number of comments containing direct replies to questions and (ii) the number 
of comments to the same question.  

Regarding the former, we conducted a quick qualitative investigation on a comment sample. 
When participants used the “reply” option, they usually meant to comment on others’ comments. 
Yet, in some cases, comments whose content was clearly a response to previous comments were 
posted as new posts (that is, without using the reply mechanism). In further analysis, we use the 
comments posted with the reply mechanism as true replies and assumed that the few “false” 
replies may be compensated by the reply comments posted as regular comments. 

As far as the latter measure is concerned, we assumed that more than one contribution by 
the same person to the same question was likely to mean an ongoing conversation. In total, 516 
comments were entered by using the reply mechanism (about 18% of the 2,823 comments). The 
percentage of comments, which were replies to other comments changed over the three weeks, 
similarly to what was observed for comments: 14% (121) of the 866 comments of the first week 
were replies, 22% (168) of the 913 questions of the second week, and 19% (192) of the 1044 
questions of the third week. If we assume that the 520 comments that were replies were equally 
distributed over the 3 weeks, there is a statistical difference between the actual distribution and 
the expected one (chi-squared test chi= 0.000774352, df=2, p<0.01). Respectively, the first week 
we observed 24% less replies than expected (equally distributed), the second week 19% more 
than expected, and the third week 3% more than expected.  

An average of 1.11 (sd=0.18) commented on the same question by the same participant with 
a maximum of 2.5 comments by a single person. With respect to response time, the average 
number of comments per scenario was slightly lower in the first week (mean=1.09, std=0.14), it 
had a slight increment in the second week (mean=1.13, sd=0.35) and it went slightly down in the 
third week (mean=1.10, sd=0.42) but the differences are not statistically significant. 

Evaluation vs. Ideation Questions 

As for the difference in comments posted in response to evaluation questions (namely, those 
questions that solicit service assessment) with respect to comments posted following ideation 
questions (those soliciting new ways of implementing a service), no statistical evidence was 
observed. On average, evaluation questions elicited 67.83 comments per scenario, while creative 
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questions elicited 65.58 comments (t test not significant). Yet, the creative questions have a wider 
standard deviation with respect to the evaluation questions (22.76 and 32.28 respectively). 

All participants responded to at least one “evaluation” question, but 7 participants consistently 
skipped all the ideation questions. Indeed, among those 7 participants (4 female and 3 male) were 
the 5 participants that did not reach the minimum score required to receive the reward.  

As far as the length of the comments is concerned, for both types of questions, the difference 
is statistically significant but not very large: evaluation questions have comments of 27.85 words 
on average while creative questions have comments of 24.29 words on average (t=4.0348, 
df=1760.8, p-value=5.699e-05). In this case, the standard deviation is wider for the evaluation 
questions (sd=24.29) than for the creative questions (sd=19.56).  

As for replies, the difference in the number of replies between the two types of questions is 
not statistically significant. The standard deviation is slightly larger in creative questions than in 
the evaluation questions (for evaluation questions the average proportion of direct replies are 
0.18 with a standard deviation of 0.38 while for the creative questions the average proportion is 
0.20 with a 0.40 standard deviation). 

Participant Contribution 

A detailed presentation about the analysis of the actual content is beyond the scope of this paper. 
Indeed, the ultimate goal of the coding scheme presented above was to provide the companies 
an initial assessment about design concepts. Just as an example, Figure 8 shows a page of the 
final report delivered to the companies. It summarized the discussions on the different scenarios 
both quantitatively (by counting the recurrences of the topic tags) and qualitatively (by reporting 
the most informative quotes by participants).  

 

Figure 8. An extract of the comment analysis report delivered to the companies that commissioned the 
study 

Nevertheless, for what concerns the focus of the paper, namely analysis of the participation, the 
annotated data may provide a better understanding of the quality of the comments gathered 
during the online discussion.  

Table 4 reports the topics annotated for each dimension as either positive or negative. For 
example, there were 43 comments in which privacy was mentioned both in positive terms (28 
cases) and in negative terms (15 cases), while the attitude toward use was by large more 
intensely discussed (more than 85% of the comments revealed an attitude toward use of a 
service). This suggests that even if privacy was not discussed much (or at least it was discussed 
less than other topics), the attitude toward privacy among participants was slightly negative since 
there were more negative comments than positive ones (chi-square=3.93, df=1, p<0.05). On the 
other hand, the attitude toward use is in general positive (enthusiast and balanced scores vs 
critical and wary scores; chi-square=158.37, df=3, p<0.01). In any case, it is worth noting that one 
third of the comments are on the negative side and they contributed to achieve a better 
understanding of the different points of view on the proposed services.  



102   |   Evaluation of Early-Stage Design Concepts doi:10.4399/97888255159099 

DigitCult  |  Scientific Journal on Digital Cultures 

 
Table 4. The number of comments annotated for the different themes and topics of the coding schemes 
(the last column refer to the proportion of comments coded as either negative or positive with the given 
topic). 

 
 
The different numbers of annotations for the topics are partially due to the fact that some scenarios 
(and some questions) were focused more on some dimensions rather than others. Yet, it might 
be also due to the fact that some topics were considered more worthy of discussion than others 
by participants. Table 5 reports the annotation distribution for the topics in the 11 scenarios. For 
example, the topic sharing with the provider was much discussed during the third week scenarios 
since all the scenarios about the Personal Data Store design idea brought, of course, this topic 
of discussion into focus. Yet, it might be interesting to point out how myshop4, a scenario about 
personalized offers from the store, elicited more discussion about the modality of the service 
rather than issues about sharing with provider and also just a couple of comments about privacy 
issues (indeed, the comments about privacy and sharing were all negative).  

Table 5. Distribution of annotation of topics for the 11 scenarios. 

 
 
 
Figure 9 shows the distribution of the attitude toward use for the different scenarios. For the sake 
of clarity, the 4 values have been mapped on a single index with the formula 2 * Enthusiast + 
Balanced – Wary – 2 * Critical. In this way, the Critical and Wary scores reduce the numerical 
value of the index while the Enthusiast and Balanced scores push it up; furthermore, the 
Enthusiast and Critical scores are computed as twice the Balanced and Wary scores. Using this 
index, it becomes apparent how some scenarios were overall judged positively (in particular 
myshop6 and the pds2) while other rather negatively (myshop2 and myshop5).  
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Figure 9. Distribution of a cumulative index for the attitudes toward use (-2 * Critical –Wary + Balanced + 
Enthusiast). 

Table 6 reports the actual counting of the attitudes toward use for each scenario. 

Table 6. The distribution of the attitude toward use. 

 
 

Discussion and Lessons Learned 

Our approach was based on two mechanisms that we believe may foster participant involvement: 
(i) the use of narrative scenarios and of structuring questions to elicit discussion, and (ii) a reward 
mechanism that was intentionally constructed on effective, progressive (the compensation was 
assigned on a weekly basis) and transparent (the participants could check their status in every 
moment) contribution. 

Our results seem to suggest that overall the exercise was successful since we had a high 
number of comments and expressions of interest (thumbs up or down) in a relatively quick and 
inexpensive way. This data allowed us to compile a report rich in insights about the concepts of 
the services proposed by our stakeholders.  

In this section, we discuss the research questions presented in the introduction by using the 
data produced above as evidence.  

RQ1: Does this approach foster rich discussion or mainly unrelated individual 
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contributions?  

The comment distribution per participant was highly unbalanced, as usually observed in online 
discussions (see among others Nielsen 2006; Lampe et al. 2010). Still, in our case, we have 
evidence that the majority of participants provided regular contributions throughout the study 
instead of concentrating their attention on few scenarios. Furthermore, an interesting aspect is 
that most participants contributed much more than the minimum required for obtaining the reward.  

Like other studies (for example, Schneider et al. 2012), the comments posted by our 
participants were overall not very long: the longest one is around half a page but most of them 
were shorter than a paragraph. Yet, one out of five was a direct reply to another participant’s 
comment and in several cases participants contributed more than once for each discussion. This 
may suggest a relatively vivid conversation rather than a list of individual short contributions. This 
might be different from what observed in related works (see among other, Cowley and Radford-
Davenport 2011; Schneider et al. 2012; Følstad 2016). We assume that this effect was partially 
due to the use of scenarios (shorts stories involving fictional characters using the proposed 
services) rather than descriptions of services since scenarios are more likely to elicit discussions 
(Carrol and Rosson 1992; Cooper 1999; Carroll 2000; Jenkins et al. 2010).  

RQ2: Do the participation and the contribution patterns of the community change 
over time?  

The contribution was overall relatively constant over time and most participants contributed to 
almost all the scenarios. Contributions gradually increased as the weeks passed. This fact, 
though, is only partially explained by the slight rise in the number of participants in the three week 
period. It seems that our participants needed a “warm up” phase in order to get started. 
We decided to post all weekly scenarios and probe questions each Monday morning and to leave 
them online until the end of the study. This turned out to be not so productive. Each week, we had 
a clear peak in participation the first day with a drop in the following days. The drop was sharper 
during the first week while it was less pronounced but still quite noticeable during the other two 
weeks.  

This pattern had an effect also on the amount of discussion in the different scenarios. 
Although the scenarios were not numbered and they were presented at the same time, there was 
an order in the presentation and this order had a very strong effect: each week, the first scenario 
most attracted the attention of participants. Yet, the pattern does not seem to be completely order-
dependent since for the scenarios after the first set, there are some slight differences in the 
contribution patterns (see Figure 6). We can assume that even in the presence of a strong 
“primacy effect”, the specific interest of the scenarios has an effect on the amount of discussions 
they elicit.  

RQ3: Is this approach more suited to assess design concepts or to elicit new ideas?  

From our data, we did not find strong evidence that might support that our approach is best suited 
for either assessing ideas or eliciting new ideas. The number of comments elicited by the different 
types of questions are similar as are the number of replies they generate. The participants who 
consistently skipped the creative questions were the less active ones. Indeed, we found that 
comments to evaluation questions are slightly longer than comments to creativity questions but 
the small actual difference (3 characters on average) and the lack of other evidence might suggest 
that we are dealing with a statistical artefact. 

Conclusion 

In this paper, we presented a case study of an approach to assess early-stage design concepts 
through an online platform. The study is framed as an explorative case study and it discussed 
some lessons learned that need to be further investigated. Still, we think that the data collected 
during the study and the analysis presented in this paper may provide some valuable lessons for 
replicating this approach.  
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In particular, we believe that our strategy, based on framing the discussion by means of short 
narrative scenarios and direct questions used as probes were effective in engaging the discussion 
as was the use a simple mechanism to link a reward to the actual contribution with a quota-based 
scheme. Further studies are needed to further investigate these strategies in better controlled 
settings. 

As for our research question on which type of probe questions (evaluative or creative) is more 
suited for this approach, we did not find evidence that either type of questions is more appropriate 
since both seem to have elicited the same level of discussion from our participants.  

Finally, the analysis of the participation dynamics during the three weeks may provide 
evidence that the discussion can be kept alive by introducing new topics at regular intervals. We 
arbitrarily chose to introduce the whole set of scenarios for each given idea once a week and 
observed a peak of contributions for each set. Yet, the analysis seems to suggest that a shorter 
interval might be even more effective. Again, further studies are need to better assess this 
strategy. 
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Appendix 

The scenarios and corresponding probes questions used during the study. All the material has 
been translated from Italian.  
 

SCENARIOS PROBES QUESTIONS 
ID: myShop1 
Title: My purchases 
Martina has just downloaded the new “MyShop” app that 
allows her to visualize all the purchases she does on her 
usual retail chain stores. Martina feels she spent more 
than usual this month. She looks on the app the graph of 
the monthly expenses and she realized that she has 
really overspent this month with respect to the previous 
ones.  
For each shopping session, the graph also shows the 
division by product category (groceries, home products, 
etc.). Martina understands why she overspent the last 
month: over 20% of the groceries she bought were 
organic… 

Q1. Let’s talk about usefulness of the app. In the 
story, Martina sees the trend of her purchases by 
category and type and she can analyze her 
expenses. Do you think that this information can 
change how Martina actually shops? What about 
your habits, would your habits change using such a 
system?  
Q2. Why do Martina trust the store? What would 
you do?. In your opinion, what convinced Martina to 
trust and agree to share the information about her 
expenses with the retail chain? Would you trust 
them? What would you need to trust them? 
Q3. Can you think of other uses? If you were 
Martina, which other information would you like to 
see? Can you think of other functionalities that you 
would expect on this app?  
Q4. Which kind of risks is Martina exposed to? 
Which kind of risks you can see in the sharing of 
information about purchases with a retail chain? 

ID: myShop2 
Title: Compare my purchases 
The app (see story “My purchases”) allows Martina to 
compare her purchases with those of other people 
similar to her.  
In order to use this functionality, Martina had to agree to 
share her data with other customers (in an anonymous 
way). 
Thanks to this comparison, Martina realized that she 
spends more than 5% more than the customers similar 
to her in organic products and around 7% less in home 
products.  

Q1. Let’s talk about usefulness of the app How 
much useful you consider a service that shows you 
how much consumers similar to you spend? In your 
opinion, is such a system able to change the way 
you shop?  
Q2. What do you expect more from a similar 
service? Which visualization/graphs would you 
expect from a similar service?  
Q3. Which kind of risks is Martina exposed to? 
Which risk is Martina exposed to n sharing own 
personal information?  
Q4. Which kind of data would you share? And how 
would you feel in sharing such personal data^? 
Which data would you not share? 
Q5. More advantages or more risks? Do you think 
that Martina has more advantages or 
disadvantages in sharing own personal data?  
Q6. How would such a service change the way 
Martina does her grocery shopping? Do you think 
people would change they do their grocery 
shopping if they compare their shopping data with 
similar people?  
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ID: myShop3 
Title: Consumers’ forum  
Martina – with her new app – can become part of a 
consumers’ online community. She immediately uses the 
app to view other consumers reviews about some new 
products that she still never bought. Once she tried a 
product, she write a review of that product. She found 
that product very scarce and she complaint about this.  

Q1. Is it interesting? How Interesting do you 
consider a service that allows customers to share 
information about products?  
Q2. Which are the advantages and disadvantages? 
Could you imagine possible advantages or 
disadvantages for customers? Which ones? And for 
the supermarket chains, what can be the 
advantages or disadvantages? 

ID: myShop 4 
Title: Personalized offers  
The app also recommends to consumers specific 
products based on the purchases made in the past and 
some socio-demographic information. 
To Martina the app suggests products such as organic 
bread, goat cheese, carrots bio. To Paul, a student at the 
university, the app recommends different products: Knorr 
soups, tomato sauce, canned beers 

Q1. Let’s talk about the service! What do you think 
about a similar service? Which are the advantages? 
Q2. Which useful services and information could a 
similar app can provide for you?  
Q3. Which are the risks consumers are exposed 
to? In the scenario above, Paul and Mary receive 
very different recommendations. Which are the 
risks to be profiled and receive personalized offers?  
 

ID: myShop 5 
Title: Treasure hunt 
Michael just downloaded the app MyShop. Back to 
home, the app suggest to Michele that there is a game to 
play: “A treasure hunt of a mysterious product!”. The 
game consists in finding the product in the store 
following a number of clues. Michele understands that if 
he found the product, he has to take a picture of it and 
send the image in order to gain points and play against 
other consumers.  
 

Q1. How would you define this service? What three 
adjectives would you use to describe this app?  
Q2.Let’s talk about the limits! Which problems do 
you see related to playing this game during your 
shopping?  
Q3.Game duration. In your opinion, how long should 
the treasure hunt last? In how many games would 
you like to participate in a year? How often would 
you like to be invited to a new treasure hunt game?  
Q4.Motivations. In this scenario, Michael accepts to 
participate to the game during his shopping 
activities. What would motivate you to participate? 
Why wouldn't you participate?  
Q5.Creativity space. How could an intelligent app 
that knows your spending habits could propose/give 
you advice in a fun way new products to try?  
Q6.Could the app be more “social”? In what ways 
would you  

ID: myShop 6 
Title: Let’s classify the products 
Michael just finished his grocery shopping. Back home, 
he receives a notification. The supermarket chain 
proposes to Michael to be engaged in a new campaign 
that addresses environmental issues. Michael is asked to 
categorize products according to products origins, 
packaging, weight, etc. This data collection will help the 
supermarket chain to collect useful information I order to 
do more sustainable choices and to promote more 
“green” behaviors. In return for his help, the supermarket 
gives Michael points to be used for his shopping.  

Q1.How would you define this service? What three 
adjectives would you use to describe this app?  
Q2.Let’s talk about the service! In this scenario, 
Michael participated in the classification of the 
products because he can earn points to be used as 
discounts or other prizes. What do you think?  
Q3.Let’s talk about motivations and incentives! 
Which types of incentives could push you to 
dedicate some time to classify products? For which 
reasons would you participate to such a campaign? 

ID: MyShop 7 
Title: Consumers online community 
As in the previous user story, Michael just finished his 
grocery shopping. Back home, he receives a notification. 
The supermarket chain proposes to Michael to be 
engaged in a new campaign that addresses 
environmental issues. Differently from the previous 
scenario, each participant’s contribution will be visualized 
within the app. In the last years, Michael has become 
more and more aware about sustainability challenges 
and he is happy to give his support to these kind of 
initiatives. He start inserting product data and he also 
decides to add other information, such as the recipe he 
just did with the products bought! In the profile page, he 
now notices that he is one of the top contributors. Other 
participants thanks Michael for sharing the recipe. 

Q1.How would you define this service? What three 
adjectives would you use to describe this app?  
Q2.Let’s talk about the service! In this scenario, 
Michael participates to the classification of the 
products NOT for receiving points but because he 
believes it is important to do it and he obtains a 
social recognition among the community. What do 
you think?  
Q3.Other ways to use the app. In these two 
scenarios, Michael uses the app at home. Are there 
any other contexts in which Michael classify the 
products? For ex. waiting in the queue. What do you 
think? Do you have other options?  
Q4.Comparing the two MyShop scenarios. Think 
about the two scenarios we have presented on 
products’ classifications: what could motivate you 
to participate in products’ classification activities?  
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ID: myShop 8 
Title: Tell me what you eat and I will tell you who you 
are 
Michael is queuing up at the counter. A notification 
arrives. A game is proposed to Michael. The game 
consists in composing a meal following own preferences. 
The game then gives scores according to how much the 
meal is healthy. Michael plays and compose a meal with 
sausage and tomato. The app gives a ow score to 
Michael but also suggests how to improve the quality of 
the meal. For instance Michael can replace the sausage 
with zucchini. Finally, the app gives Michael hints for an 
healthy diet. 

 
Q1.How would you define this service?  
What three adjectives would you use to describe this 
app?  
Q2.Other ways to use the app  
In these two scenarios, Michael uses the app to get 
suggestions about healthier choices. Do you have 
other ideas related to this topic?  

ID: PDS 1 
Title: Personal data management 
Mark ha subscribed to the Personal Data Store service, 
through which he can automatically collect his personal 
data in a private account. Data such as position (through 
his smartphone GPS), his social interaction history (calls, 
messages etc.), physical activity data (through a 
wristband), data related to his expenses (from his credit 
cards and bank account) are all available in the Personal 
Data Store account. Nobody can use these data without 
Mark’s permission.  
Moreover, the Personal Data Store allows Mark to access 
an app marketplace where he can activate apps that use 
his personal data in a controlled and transparent way. 
Those apps can help Mirko to be more aware about his 
behavior, increase his well-being and help him save 
money and so on.  
Mark can control which apps to activate, which data 
those apps have access to and how frequent and 
deactivate apps at any time. 

Q1.Let’s talk about the service: How do you feel 
about a service like the PDS that can be used to 
activate trusted services using your personal data? 
What is the most interesting aspect of the service? 
What would you be ready to pay for the service?  
Q2.And the apps based on the PDS? How should 
the applications function when they use your data? 
What information would you like on their activity and 
use of your data?  
Q3.“Social Comparison” app: With the PDS, you can 
compare your actions with people similar to you by 
sharing parts of your data anonymously. How do you 
feel about this kind of opportunity? How do you 
believe using the application would change the way 
you do things?  
Q4.Personalized suggestions: What kinds of 
application suggestions, based on your own data, 
would you want the PDS to make?  
Q5.Let’s talk about trust! What (public or private) 
entity do you feel would be a trustworthy PDS 
service provider?  

ID: PDS 2 
Title: The offer of your dreams!  
Mary has subscribed to the Personal Data Store and she 
is interested to buy a new car. Through the PDS she can 
access an app which allows her to receive anonymously 
personalized offers from some car sellers in her city. 
Mary decides which data to share with the car sellers: 
some are automatically extracted (such as statistics on 
her movements by car) and some are provided by 
herself. Based on this data the app fills in a request to be 
sent to the car sellers affiliated to the PDS. The car 
sellers elaborate Mary’s request and send her an offer in 
a completely anonymous mode. Mary can now decide 
whether to contact a car seller and remain anonymous 
for the others who sent her offers.  

 
Q1.Advantages: What advantages would an 
application like this have? How interested would you 
be in using the application when you make important 
purchases?  
Q2.On which types of products? What kinds of 
purchases would the application suit best?  
Q3.How much would you pay? What would you be 
ready to pay for the service?  
 
 

ID: PDS 3 
Title: Make money with your personal data! 
Michael subscriber of the PDS is interested to have also 
some economic benefits by sharing his personal data in 
an anonymous and aggregated mode with public or 
private organizations. The PDS allows Michael to 
activate an app through which he can choose which data 
to monetize. The app is an intermediator for 
organizations interested in having citizens’ data for 
statistics and profiling. Michael will receive an economic 
benefit in return, based on the quantity of data effectively 
shared with those organizations. He then decides to 
activate the app and choose the types of data to be 
monetized, being also aware that he can decide to stop 
sharing his data at any time.  

Q1.Let’s talk about payment! What would you like to 
receive as a compensation for selling your data? 
How would you like to receive your remuneration?  
Q2.Sharing data with whom? How would you like to 
pick the organizations with which you share your 
data? How should the organizations be classified in 
the application?  
Q3.Free data. On what terms, to which parties and 
purposes would you be ready to share your personal 
data free of charge? What data would you be ready 
to share free of charge for the common good?  
Q4.Research. What kinds of research projects and 
surveys would you be interested in participating 
through the application, if you would be rewarded for 
your participation?  

 
 


